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Abstract
Recent advancements in Artificial Intelligence (AI) for education
provide teachers with innovative tools to enhance student learning.
However, due to the complexity and dynamic nature of education,
the alignment between generalized Responsible AI (RAI) guide-
lines and the priorities of K-12 teachers — the primary stakehold-
ers — remains unclear, potentially undermining trust and effective
teacher-AI collaboration. To address this gap, we conducted a sur-
vey study with K-12 teachers (N = 98) to examine how they perceive
and prioritize five key responsible AI values in education across
three classroom scenarios: grading, scaffolding science learning,
and classroom orchestration. Our findings reveal that fairness and
safety emerged as the highest-priority values, while autonomy
and performance were rated lower. Transparency showed signifi-
cant variation, influenced by grade levels and scenarios. Moreover,
the qualitative data demonstrated that transparency serves as a
mechanism to calibrate trust, foster students’ critical thinking, and
enhance learning, while also holding the potential downside of
overwhelming students if not carefully designed and implemented.
Overall, our preliminary insights underscore the need for AI tech-
nologies to better align with teachers’ priorities, paving the way for
more responsible and trustworthy AI tools in educational settings.

CCS Concepts
• Human-centered computing → Empirical studies in HCI; •
Social and professional topics→ K-12 education.
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1 Introduction
Artificial Intelligence in Education (AIED) holds significant poten-
tial to revolutionize education by facilitating personalized learning,
supporting differentiated instruction, and enhancing accessibility

This work is licensed under a Creative Commons Attribution 4.0 International License.
FAccT ’25, June 23–26, 2025, Athens, Greece
© 2025 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1482-5/2025/06
https://doi.org/10.1145/3715275.3732176

[14, 25]. Despite these promising opportunities, the effective inte-
gration of AI into educational settings is challenged by the inherent
complexity and dynamic nature of educational processes. Factors
such as the diversity of learner needs, variability in teaching meth-
ods, and evolving curricular goals often conflict with the generalized
and narrowly defined frameworks that underpin many AI systems
[45]. This misalignment raises critical concerns regarding fairness,
transparency, and practical utility, particularly in meeting the needs
of educators and vulnerable student populations [5, 34, 47, 50].

While industry leaders and policymakers have proposed prin-
ciples for Responsible AI (RAI) to guide the ethical development
and deployment of AI systems [1–3, 27, 28], these frameworks fre-
quently neglect the perspectives of teachers — key stakeholders
in educational contexts who directly interact with and implement
these technologies [9, 11, 14, 25, 42, 61]. As the primary imple-
menters of AI technologies in schools, teachers bear the dual re-
sponsibility of leveraging AI to improve learning outcomes while
safeguarding students — a particularly vulnerable population —
from potential harm [4, 14]. However, concerns about fairness,
transparency, and safety, coupled with the unpredictable conse-
quences of AI, have led to growing skepticism among K-12 educa-
tors. This distrust is reflected in their reluctance to adopt AI tools,
with some schools even going so far as to ban their use entirely
[9, 42, 56, 61].

Understanding how teachers prioritize and navigate Responsi-
ble AI principles is critical for bridging the gap between abstract
ethical frameworks and their real-world application in classrooms.
While prior qualitative research has provided valuable insights into
educators’ concerns and experiences, there remains an opportunity
to complement these depth-oriented perspectives with approaches
capable of revealing broader patterns across diverse educational
contexts and scenarios. This is particularly important given the
wide range of AI applications in education, including automated
grading [10, 15], scaffolding science learning [44, 46], and classroom
orchestration [6, 12, 19, 60, 62]. Each scenario presents distinct chal-
lenges and affordances that may shape how educators interpret and
prioritize different RAI values [27]. Additionally, many teachers
may have limited familiarity with responsible AI principles, making
it difficult to elicit precise and actionable responses.

To address these challenges, our exploratory study presents an in-
novative approach to value elicitation [20] by integrating principles
from established AI ethics guidelines [27, 28] with scenario-based
design. Focusing on three representative AIED use cases, we aim
to answer the following research questions:

• RQ1: How do teachers prioritize responsible AI values when
integrating AI technologies into classroom instruction?
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• RQ2: How are the values that teachers prioritize related to
various contextual factors?

Based on these research questions and methodological innova-
tions, our study makes three primary contributions:

• Our results demonstrate that fairness and safety consistently
emerge as the most important values across three scenarios,
underscoring the need for these principles to remain central
in the development of educational AI systems.

• We identify a value-action gap, where teachers’ stated
priorities often diverge from their decisions in context-
driven scenarios, underscoring the complexity and context-
dependence of ethical decision-making in educational prac-
tice.

• Our results reveal that K-12 teachers navigate values both
individually and through trade-offs between conflicting pri-
orities, with these decisions strongly shaped by application
scenarios and grade levels. This underscores the critical need
to design AI tools that are adaptable to the diverse and nu-
anced pedagogical contexts of education.

2 Related Work
Our study lies at the intersection of Responsible AI (RAI) and educa-
tion, drawing on prior research to inform both the methodological
approach and the study design.

2.1 Advancements in Artificial Intelligence for
Education (AIED)

In recent years, the field of Artificial Intelligence in Education
(AIED) has witnessed significant advancements, with researchers
extensively exploring its potential to deliver personalized learning
experiences, enhance teaching efficiency, and streamline admin-
istrative tasks [65]. A comprehensive body of research over the
past decade has centered around three prominent directions. The
first involves leveraging AI to enhance instructional design and
pedagogical strategies, with efforts focused on automating student
performance assessments [10, 15, 59, 63] and improving feedback
mechanisms. These advancements aim to alleviate educators’ work-
loads while ensuring high-quality, scalable teaching practices. The
second direction emphasizes student-centered learning through
innovations such as adaptive tutoring systems [31, 41, 44, 46], per-
sonalized resource recommendations [32, 66], and diagnostic tools
for identifying individual learning gaps [35]. These technologies
support the customization of educational experiences, address the
diverse needs of learners, and promote equitable access to tailored
instruction. The third direction explores the transformation of the
broader educational ecosystem by redefining the instructor–student
dynamic and introducing innovative methodologies in the class-
room to foster technology-driven collaboration [6, 12, 19, 60, 62].
These changes aim to create more interactive, engaging, and effec-
tive learning environments.

Together, these research directions underpin the foundation of
the scenarios explored in this study: 1) GradeAI, an AI-driven grad-
ing system, seeks to automate and improve evaluation processes.
2) SciAI, an AI-powered tool for scaffolding science instruction,
personalizes content delivery to enhance student engagement and
deepen conceptual understanding. 3) OrchestrateAI, an AI-based

classroom orchestration tool, optimizes instructional planning and
operational efficiency, enabling teachers to manage complex class-
room dynamics effectively.

2.2 Responsible AI in Education
The integration of Artificial Intelligence (AI) in education has
sparked significant interest and concern regarding its ethical im-
plications [24]. Responsible AI in education aims to ensure that
AI systems are designed and deployed in ways that respect eth-
ical principles, enhance learning outcomes, and protect student
rights [14, 25]. To guide this effort, we ground our work in well-
established AI ethics frameworks [1–3], such as Microsoft’s Re-
sponsible AI Principles, Google’s AI Principles, and the EU’s Ethics
Guidelines for Trustworthy AI, and draw on prior empirical work
in AI ethics (e.g., [27, 28]) to identify five key values: fairness, au-
tonomy, safety, transparency, and performance. These values are
not only central to broader Responsible AI conversations but are
also widely recognized as critical in the educational context [37, 64].
For example, fairness ensures equitable treatment and outcomes
for all students, while autonomy preserves teacher and student
agency amid growing automation. Safety encompasses both phys-
ical and psychological well-being in AI-mediated environments.
Transparency promotes understanding and trust in AI systems,
and performance focuses on the effectiveness of AI in improving
educational outcomes. Our selection reflects the most frequently
encountered and pressing challenges educators face today as AI
technologies become more embedded in classrooms.

As AI technologies continue to evolve, new ethical concerns
are likely to emerge, warranting ongoing exploration. However,
we believe our selected values offer a meaningful and practically
grounded starting point for understanding how educators navi-
gate ethical trade-offs in AI adoption. Importantly, these values
frequently come into tension with one another [55], highlighting
the need for greater teacher involvement in ethical decision-making
around AI [8, 13, 18, 36, 40, 53]. For example, efforts to maximize AI
performance may inadvertently compromise fairness or diminish
teacher and student autonomy. Similarly, enhancing transparency
can sometimes introduce complexity that overwhelms educators
or learners. These tensions underscore the importance of carefully
navigating trade-offs to create AI systems that are both ethical and
practical. As such, researchers have emphasized the crucial role of
educators in managing these ethical tensions, calling for increased
teacher involvement in the development and deployment of AI
technologies [5, 34, 47, 50]. This underscores the importance of
understanding teachers’ perspectives on AI ethics and how they
prioritize these key values to support the effective and responsible
integration of AI in educational settings.

2.3 Eliciting Stakeholder Values in AI Ethics
and Education

Value elicitation is a crucial methodology for understanding stake-
holders’ priorities and ethical considerations across various do-
mains [20, 52], including technology and education [21]. This ap-
proach has proven particularly valuable in AI ethics, helping to
uncover the underlying values that should guide AI system devel-
opment and deployment [27, 58].
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However, recent studies exploring ethical intuitions regarding
AI technologies in various scenarios have revealed significant com-
plexities and inconsistencies. Classic self-driving car dilemmas,
for instance, have exposed notable cross-cultural differences in
ethical preferences [7]. Furthermore, investigations have revealed
substantial variations and disagreements in ethical judgments in
several dimensions: differential judgment of mistakes [23], applica-
tion of moral norms [39], perceptions of fairness paradigms [51],
evaluation of prediction algorithms [22], and prioritization of gen-
eral responsible AI principles [27]. These variations, influenced
by demographics, specific scenarios, and individual human values
[27, 48], highlight the intricate, context-dependent nature of ethical
considerations in AI applications across different populations and
situations.

3 Methods
3.1 Participants
To ensure the integrity and reliability of survey responses, partici-
pants were recruited through internal contact lists and in partner-
ship with local K-12 institutions, coordinated by the university’s
School of Education. Data collection took place over a three-month
period. As an incentive, eligible participants were entered into a
raffle to win one of ten $50 gift cards. Comprehensive demographic
details of the participating teachers are presented in Appendix A.1.

It is important to acknowledge that the demographics of the
teacher sample were naturally skewed toward certain categories,
reflecting broader trends within the teaching profession [16]. To
address this limitation, we outline our plans for future work in Sec-
tion 6. In our regression analysis for RQ2, we focused on variables
that were both non-multicollinear (VIF < 2) and representative of
the sample, including teaching experience, self-rated AI experience,
grade level, and classroom composition. Consequently, imbalanced
features such as gender and political orientation were excluded
from the analysis. This approach helped mitigate the effects of
demographic skewness while ensuring that the key factors influ-
encing teachers’ perspectives on Responsible AI in education were
effectively captured.

3.2 Survey Design
The survey underwent iterative development to ensure theoretical
alignment, clarity, practicality, and effectiveness in communicat-
ing with K-12 teachers. This process included expert review by a
professor of philosophy specializing in ethics and human values,
think-aloud pilot sessions with four educators, and content vali-
dation by undergraduate research assistants. The final survey was
administered online via Qualtrics, with the overall design illustrated
in Figure 1.

Each participant was randomly assigned to one of three specific
application scenarios: SciAI (N = 33), OrchestrateAI (N = 33), or
GradeAI (N = 32). Participants were provided with a high-level
introduction to their assigned scenario, detailing its features, func-
tions, and associated challenges. This approach was intended to
help teachers form a clear understanding of the AI tool’s context
and functionality, establishing a solid foundation before responding
to scenario-specific questions. To confirm their comprehension, a
brief quiz followed the scenario introduction to assess whether

participants had grasped the basic concepts and features of their
assigned AI tool before proceeding to the subsequent sections.

To investigate teachers’ preferences for responsible AI values
within the context of specific AI technologies, we employed three
distinct question types: Likert-scale questions, action-oriented sce-
narios, and value conflict assessments, supplemented by open-
ended responses for qualitative insight. For instance, as illustrated
in Figure 2, if a teacher was presented with the GradeAI scenario,
they were first asked a Likert-scale question to assess the impor-
tance of transparency, such as: “How important is it for you that
GradeAI explicitly outlines the criteria and algorithms it uses to
evaluate student work and generate feedback?” Response options
ranged from “very unimportant” to “very important”. Next, they
were presented with an action-oriented scenario, such as: “Faced
with this situation, which action would you like to take?” with
predefined options reflecting practices aligned with transparency.
To explore trade-offs, a value conflict assessment was posed, such
as: “In this situation, which action would you prioritize?” where
transparency was contrasted with another value, like safety. Finally,
each section included an open-ended question inviting teachers to
elaborate on their responses, providing qualitative data to capture
nuanced perspectives and rationales behind their choices. The full
set of survey questions is illustrated in Appendix B.

3.3 Data Processing and Analytical Methods
3.3.1 Quantitative Survey Data. Teachers’ pedagogical values are
rarely aligned exclusively with a single responsible value. Instead,
teachers often balance and implement multiple values simultane-
ously, depending on the context. We observed this complexity dur-
ing our piloting phase with practicing teachers and PhD students
who had K-12 teaching experience. Given the nuanced and mul-
tifaceted nature of educational values, we converted teachers’ re-
sponses into a continuous variable format that allowed respondents
to express degrees of alignment, providing a more accurate and
meaningful representation of the interplay between their values
and decision-making processes.

As shown in Figure 2, all questions offered five response options,
which were systematically converted into a standardized scale. For
Likert-scale questions, responses ranged from “Very important”
(scored as 2) to “Very unimportant” (scored as -2), with interme-
diate options proportionally scaled to reflect varying degrees of
agreement. A similar scoring system was applied to action-oriented
scenarios and value conflict assessments, where each response re-
flected a directional inclination toward the value being studied. In
value conflict scenarios, selecting one option assigned an inverse
score to the opposing value under consideration. For example, en-
dorsing one value resulted in a corresponding negative score for
its counterpart.

To facilitate analysis, average scores were calculated where nec-
essary, standardizing all values within the range of -2 to 2. For in-
stance, as illustrated in Figure 2, the overall score for transparency
was calculated as (+2 − 1 + 2)/3 = 1, where the denominator repre-
sents the total number of questions related to transparency. This
scoring system was consistently applied to other values in the three
scenarios that we studied. This scoring methodology not only en-
abled consistent aggregation and comparison across participants



FAccT ’25, June 23–26, 2025, Athens, Greece Yaxuan Yin, Shamya Karumbaiah, and Shona Acquaye

Figure 1: Survey Design Flow.

Figure 2: Example illustrating how scoring was applied to evaluate a participant’s response in the GradeAI scenario through
Likert-scale questions, action-oriented scenarios, and value conflict assessments. Value labels (e.g., Transparency or Trans-
parency vs. Safety) and scoring indicators were added for reference only and were not shown to participants in the actual
survey.
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and scenarios but also provided nuanced insights into the complex-
ities of teachers’ value priorities and their application in varied
educational contexts.

3.3.2 Qualitative Survey Data. As noted in Section 3.2, we collected
open-ended responses from teachers in which they explained the
rationale behind their answers to each question. To analyze these re-
sponses, we employed a thematic analysis approach [57] to identify
and interpret patterns in the data. To ensure reliability and mini-
mize individual bias, two coders cross-checked each other’s work
and resolved any discrepancies through discussion until consensus
was reached.

4 Results
4.1 RQ1: How do teachers prioritize responsible

AI values when integrating AI technologies
into classroom instruction?

To examine general patterns in how the five responsible AI values
are prioritized by K-12 teachers, we analyze the overall score dis-
tributions, as detailed in Section 4.1.1. Our survey, which includes
Likert-scale questions, action-oriented scenarios, and value conflict
assessments, investigates the gap between teachers’ ideal commit-
ment to these values and how these values influence their practical
decision-making in pedagogical contexts (see Section 4.1.2). Fur-
thermore, the value conflict questions provide insights into how
teachers navigate conflicting values, highlighting the actions they
are more likely to prioritize when faced with competing priorities
(see Section 4.1.3).

4.1.1 Fairness and Safety Take Priority, While Transparency Shows
High Variation.

Figure 3: Boxplot of Responsible AI Value Scores. This figure
displays the median, interquartile range, and outliers for
each value, illustrating how teachers vary in their prioritiza-
tion of responsible AI principles.

As shown in Figures 3 and 4, our results reveal that safety and fair-
ness emerge as the most highly prioritized values, each demonstrat-
ing the highest median scores (med=1.5) and compact interquartile

Figure 4: Violin Plot of Responsible AI Value Scores. The
plot shows the distribution and density of responses for each
value, highlighting both central tendencies and variability
in teachers’ prioritizations.

ranges (IQRs). This indicates a strong consensus among partici-
pants regarding the importance of these values. In contrast, trans-
parency exhibits a slightly lower median score (med=1) and greater
variability, reflecting less consistency in its prioritization. Notably,
autonomy (emphasizing student autonomy in our survey) and per-
formance are the least prioritized values, both receiving a median
score of 0.5.

To further examine these patterns, we conducted a post-hoc
analysis. A Friedman test confirmed statistically significant differ-
ences among the RAI categories. Pairwise comparisons using the
Nemenyi test revealed that safety and fairness scored significantly
higher than performance and autonomy. Additionally, transparency
scored significantly higher than performance. However, no signif-
icant differences were observed between autonomy and perfor-
mance or between safety and fairness. Full results of the pairwise
comparisons are presented in Appendix A.2.

Among the lower-prioritized values, autonomy stood out as an
area where teachers expressed complex and sometimes conflicting
views. While students’ autonomy was widely acknowledged as
valuable [43], many teachers expressed reservations about fully pri-
oritizing it. As T76 noted, “Middle school students do not necessarily
have an appropriate understanding of the use of technology.” Simi-
larly, T92 emphasized, “Self-direction is an area many of my students
struggle with.” These perspectives suggest that autonomy is seen
as aspirational, requiring scaffolding and development over time.
Additionally, the fear of fostering over-reliance on AI contributed to
the lower prioritization of autonomy. Teachers expressed apprehen-
sion about the potential for AI to undermine critical thinking and
independent decision-making. As T9 shared, “Fostering a reliance on
AI is one of my greatest fears as the technology continues to develop. It
should be used as a supplementary tool rather than a primary form of
instruction.” This concern reflects a cautious approach to autonomy,
where students’ independence is valued but must be balanced with
thoughtful integration of AI as a support mechanism.
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Overall, our findings reveal significant differences in how K-12
teachers prioritize responsible AI values.While values such as safety
and fairness are strongly prioritized, others, like autonomy and
performance, are significantly deprioritized. This clustering of value
preferences offers critical insights for guiding the development of
AI systems that align with educators’ ethical priorities and practical
needs.

4.1.2 Discrepancy Between Teachers’ Stated Priorities and Action-
Oriented Decisions.

Figure 5: Distribution of Likert-Scale vs. Action-Oriented Re-
sponses Across Responsible AI Values. The violin plot com-
pares Likert-scale responses (green) with action-oriented de-
cisions (orange) for autonomy, transparency, safety, fairness,
and performance. The width represents response density,
highlighting differences in prioritization and variability.

In addition to analyzing how K-12 teachers prioritize RAI, we
identified significant differences between their Likert-scale re-
sponses, which reflect conceptual commitments, and their action-
oriented responses, which represent practical decisions in class-
room and pedagogical settings. As shown in Figure 5 and in Appen-
dix A.3, the violin plot and t-tests revealed that participants rated the
importance of Responsible AI values significantly higher in Likert-
scale responses compared to their intentions in action-oriented
responses across all values. This suggests that while teachers con-
ceptually prioritize these values, their practical implementation
does not consistently align with these ideals.

Furthermore, the responses in action-oriented questions exhib-
ited greater variability, as indicated by higher standard deviations,
except in the case of autonomy. For instance, the standard devi-
ation for the action-oriented transparency score (std = 1.00) was
substantially higher than that for the Likert-scale score (std = 0.63),
reflecting a broader range of responses when teachers were tasked
with applying conceptual values to real-world decisions. Overall,
our results suggest that practical constraints or contextual chal-
lenges might contribute to greater variability, making it harder
for teachers to consistently align their decisions with their stated
ideal value priorities. These findings highlight the importance of
addressing real-world challenges when designing and integrating
educational AI systems, a topic further explored in Section 5.1.

Figure 6: Percentage of Participants Assigning the Highest
Score to Each Value When in Conflicts.

4.1.3 Fairness Takes Priority Over Performance in Conflicts.
Moreover, when participants encountered value conflicts in the

given scenarios — autonomy vs. performance, fairness vs. perfor-
mance, and transparency vs. safety — we calculated the net scores
for each value in the conflict and conducted a one-sample t-test
to determine whether the mean net score significantly deviated
from zero, indicating a clear preference for one value over the other.
The results revealed that only fairness was strongly prioritized
over performance in this conflict, as indicated by the t-test results
(𝑡 = 5.99, 𝑝 < 0.0001).

Our qualitative data from open responses reinforces the idea that
while teachers acknowledge AI’s performance and its potential to
enhance efficiency, they are deeply concerned about its limitations
— particularly biases in AI systems and their potential to exacerbate
existing inequities. Additionally, teachers emphasize the necessity
of addressing the diverse needs of learners to ensure equitable out-
comes. For example, in GradeAI, educators highlighted challenges
in grading multilingual students and stressed the importance of fair-
ness. As T32 stated, “We cannot allow AI to harm students unfairly,
particularly those already marginalized.” This sentiment was echoed
in OrchestrateAI, where T5 cautioned against tools that perpetuate
systemic biases, noting, “It’s not acceptable to use a classroom tool
that perpetuates separation and bias.” In SciAI, fairness remains
central, with teachers advocating for tools that adapt to diverse
learning styles and meet the unique needs of students, particularly
those who struggle. Our participants called for systems that can
accommodate variations in abilities, backgrounds, and learning
preferences. As T18 observed, “Students have unique learning styles
and can benefit from a diversified teaching approach.” Across all
tools, there was a consistent call for flexibility and adaptability, en-
suring that AI tools do not overlook or disadvantage any group of
students. While AI offers efficiency, teachers consistently prioritize
ethical considerations over speed. In GradeAI, T12 remarked, “If I
need to manually review essays to ensure fairness, it’s my job to do
so...” Similar sentiments were expressed in OrchestrateAI and SciAI,
where efficiency was viewed as a secondary benefit to creating
equitable and supportive learning environments.
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Turning to the transparency vs. safety conflict, preferences were
more balanced, with 42.27% favoring transparency, 41.24% favoring
safety, and 16.49% considering the two values equally important.
The interplay between transparency and safety in AI systems re-
veals a nuanced tension, as educators strive to balance the need
for constructive feedback with the emotional well-being of their
students. Across these tools, teachers emphasized that students’
safety is foundational to effective learning. As T23 noted, “Learning
doesn’t happen when the student doesn’t feel safe or is too stressed.”
Similarly, in OrchestrateAI, T93 stressed the importance of not
overwhelming students, stating, “Students’ emotional well-being is
more important than reducing the teachers’ workload.” At the same
time, many educators acknowledged the value of transparency and
detailed feedback for fostering resilience and academic growth. As
one teacher observed, “Learning to deal with feedback is crucial to
growing as a writer,” and T39 emphasized, “Detailed feedback is the
point, so I would want to prioritize that while addressing the anxiety
issues in class.”

Across all three systems, a recurring theme was the need for flex-
ibility and teacher mediation. Teachers consistently advocated for
customizable feedback systems that empower educators to tailor AI
outputs to the unique needs of their students. As T11 noted, “I’d like
to have control of the level of feedback given depending on the assign-
ment,” T2 further highlighted the importance of teacher oversight,
stating, “Teachers understand their little humans better than a bot
and could adjust the AI-generated feedback to suit their students’ in-
dividual well-being needs.” Teachers across GradeAI, OrchestrateAI,
and SciAI also emphasized the importance of helping students learn
to interpret and use feedback effectively. As T72 remarked, “This
would be a great chance for a lesson in how to take, interpret, and
respond to feedback.” This underscores the potential of AI systems
as tools for both academic and socio-emotional development.

OrchestrateAI further contributed insights on the importance
of balancing transparency with sensitivity to students’ needs, par-
ticularly in managing classroom dynamics. Teachers recognized
that while AI can help streamline certain processes, it must not
compromise fairness or inclusivity. As T53 explained, “If the AI
system cannot adapt to diverse student backgrounds, it risks perpetu-
ating the inequality already inherent in the system.” This concern
echoes the broader apprehension about AI’s potential to exacerbate
existing disparities, highlighting the need for systems that prioritize
fairness, adaptability, and human oversight.

Similarly, in the autonomy vs. performance conflict, 40.21% of
participants favored autonomy, 28.87% favored performance, and
30.92% considered the two values equally important. Our results
indicate that no statistically significant preference was observed in
either conflict. In SciAI, T14 stated, “Students deserve the opportunity
to make their own choices, but teachers have curricular requirements
and standards to meet.” In GradeAI, autonomy was recognized as a
way to encourage self-reflection and active learning. As T49 noted,
“Student autonomy is important, but it needs to coexist with clear
goals and educational aims set by the teacher.” This perspective
aligns with OrchestrateAI feedback, where teachers suggested lim-
ited autonomy to personalize learning without undermining the
system’s reliability. As T12 explained, “Allowing limited input en-
sures students can engage in the process while keeping functionalities
consistent and reliable.”

4.2 RQ2: How are the values that teachers
prioritize related to various contextual
factors?

As shown in Table 1 and Table 2, we performed two linear regression
analyses to investigate the effects of various contextual factors —
such as application scenarios, classroom composition, and grade
level — on individual value scores and value conflicts, respectively.
In both models, GradeAI serves as the baseline, a standard approach
in regression analysis with categorical variables, enabling us to
quantify the differences between each scenario and the reference
point.

Our results indicate that transparency is significantly depriori-
tized in the OrchestrateAI scenario compared to the GradeAI sce-
nario, with a decrease of 0.53. Similarly, transparency in the SciAI
scenario shows a notable reduction of 0.58 relative to GradeAI.
These findings suggest that both the OrchestrateAI and SciAI scenar-
ios place less emphasis on transparency compared to the GradeAI
scenario. Turning to another value — performance, we observed
a positive correlation with the SciAI scenario. Specifically, perfor-
mance was rated higher in the SciAI scenario, with an increase of
0.38 compared to GradeAI, highlighting a stronger emphasis on
performance within the SciAI context. Furthermore, our models did
not detect significant differences in autonomy, safety, or fairness
across scenarios, indicating that these values were consistently
rated irrespective of the scenario.

Moreover, our analysis also revealed a significant positive asso-
ciation between transparency and grade level (coefficient = 0.21**),
suggesting that K-12 teachers place greater importance on trans-
parency as students progress to higher grades. This finding is fur-
ther supported by qualitative evidence from participant feedback.
As P7 explained, “With that said, students often do not take the time to
dive deep into feedback, so I am not sure how practical or useful a full
explanation of all grading decisions is, unless a specific student asks
for additional clarification or there are consistent concerns about a
particular part of the grade.” Similarly, P11 noted, “At lower grade lev-
els, I would stick with the summary approach to avoid overwhelming
students, but at higher grade levels, I would provide detailed explana-
tions as students are better at multitasking and making effective use
of feedback.”

In another model examining value conflicts, we identified nu-
anced patterns influenced by scenarios and grade levels, as detailed
in Table 2. Using net score as the dependent variable, we observed
significant associations between K-12 teachers’ priorities and the
scenarios they participated in, particularly in two key value con-
flicts: fairness vs. performance and transparency vs. safety. The
net score reflects the degree to which one value is prioritized over
another, with positive scores indicating a stronger preference for
the first value (e.g., fairness or transparency), and negative scores
indicating a stronger preference for the second value (e.g., perfor-
mance or safety). In the fairness vs. performance conflict, K-12
teachers exhibited a significantly stronger prioritization of fairness
over performance in the OrchestrateAI scenario, as indicated by a
positive net score increase (coefficient = 0.88*) compared to their
priorities in GradeAI.

Conversely, in the transparency vs. safety conflict, teachers in the
OrchestrateAI scenario displayed a lower net score for transparency
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Variable Transparency Performance Autonomy Safety Fairness

const 1.18** -0.10 0.19 0.32 0.79
Scenario::OrchestrateAI -0.53*** 0.07 0.10 0.12 0.13
Scenario::SciAI -0.58*** 0.38** 0.07 -0.18 0.04
% Students of Color -0.33 -0.26 -0.20 -0.02 0.03
% Students with Disabilities -0.30 -0.08 -0.01 0.18 0.06
% Multilingual Students 0.33 -0.27 -0.25 0.61 -0.11
Self-Rated AI Experience -0.01 0.11 0.03 0.09 -0.01
Teaching Experience -0.07* 0.07 0.01 0.06 0.01
Grade Level 0.21** 0.04 0.08 0.08 0.12

R-squared 0.33 0.20 0.06 0.10 0.03
Adj. R-squared 0.27 0.13 -0.02 0.02 -0.05

Table 1: Regression Results for Individual Responsible AI Values. (*p < 0.05, **p < 0.01, *** p < 0.001)

Variable
Autonomy

vs.
Performance

Fairness
vs.

Performance

Transparency
vs.

Safety
const 0.10 -0.98 -0.48
Scenario::OrchestrateAI -0.57 0.88* -1.10*
Scenario::SciAI 0.17 -0.23 -0.39
% Students of Color -0.16 -0.13 -1.24
% Students with Disabilities 1.14 -0.45 0.26
% Multilingual Students -0.84 0.58 -1.02
Self-Rated AI Experience 0.27 0.08 0.27
Teaching Experience -0.05 -0.03 -0.17
Grade Level -0.06 0.57* 0.35

R-squared 0.09 0.13 0.13
Adj. R-squared 0.01 0.06 0.06

Table 2: Regression Results for Values In Conflicts. (*p < 0.05,
**p < 0.01, *** p < 0.001)

Figure 7: Comparative Distribution of Value Conflict Scores
Across Application Scenarios

compared to GradeAI (coefficient = -1.10*), signifying a stronger
prioritization of safety over transparency in the OrchestrateAI con-
text. Figure 7 further illustrates these shifts. While in GradeAI, the
majority of K-12 teachers (39.47%) favored transparency over safety
(positive net scores), the trend reversed in OrchestrateAI, where

58.62% of teachers favored safety over transparency (negative net
scores). This reversal highlights how scenario contexts influence
teachers’ value prioritization.

Additionally, we found that grade levels also impact preferences
in the fairness vs. performance conflict. As grade levels increase,
teachers demonstrated a stronger preference for fairness over per-
formance (coefficient = 0.57*), reflected in higher positive net scores.
This suggests that teachers in higher-grade contexts place greater
emphasis on fairness when navigating value conflicts.

5 Discussion
Our preliminary work sheds light on teachers’ perspectives on AI
ethics, addressing a critical gap in the development of Artificial
Intelligence in Education (AIED). By uncovering teachers’ value
priorities, we contribute to the design of AIED systems that better
align with both educational objectives and ethical standards. This
alignment is particularly crucial for the three scenarios explored in
our study, as they represent key areas where AIED tools intersect
with classroom practices. Our findings underscore the importance
of integrating educators’ insights into the development of AIED
systems to ensure they support responsible, equitable, and effective
AI integration in schools. Specifically, we identify the following
implications for promoting more educator-informed and ethically
grounded AIED solutions.

5.1 Not All AI Ethics Values Are Treated Equally
Our preliminary findings reveal a consistent pattern: fairness and
safety emerge as the most prioritized values across three scenarios,
underscoring teachers’ strong emphasis on creating a secure and
equitable environment for students. Transparency, while important,
shows context-dependent variability, suggesting nuanced perspec-
tives on its role as AI systems grow in complexity. In contrast,
(student) autonomy and (AI) performance are generally viewed as
less critical in the context of responsible AI in education.

Educational AI development has traditionally prioritized optimiz-
ing overall performance, often at the expense of equitable outcomes
for minority students [29]. Our findings reveal that K-12 teachers
place a high priority on fairness and safety as essential consider-
ations in the design of AI systems, prioritizing these values over
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performance. This aligns with the growing emphasis on social jus-
tice goals in education [38]. These results underscore the critical
need to center equity and inclusivity in AI system development,
ensuring that all students benefit equitably from these technologies.
On the other hand, our findings on the low priority assigned to stu-
dent autonomy in AI systems raise some open questions. Research
in the learning sciences research emphasizes the role of student
choice and agency in learning [43]. Yet, in practice, it is often dif-
ficult to translate these ideals due to practical constraints. This
disconnect suggests the need for broader stakeholder involvement
in designing AI tools. Including voices from students, researchers,
and parents could provide valuable perspectives on how autonomy
can be supported in ways that balance pedagogical ideals with real-
world constraints. For instance, students could offer insights into
their needs and preferences for exercising agency, while parents
and researchers could help identify contextual factors that either
enable or constrain autonomy in real-world settings.

Additionally, our study uncovered a marked discrepancy be-
tween teachers’ stated value priorities and their action-oriented
decisions. While Likert-scale responses indicated high conceptual
importance across all values, action-oriented questions revealed sig-
nificantly lower scores, albeit with greater variability. This suggests
that when confronted with practical scenarios, teachers’ decision-
making becomes more nuanced and context-dependent than their
stated values might indicate. This discrepancy reflects the value-
action gap [49], highlighting the complexity of ethical decision-
making as teachers adapt to the constraints of real-world educa-
tional settings. While our study statistically demonstrates this vari-
ation, it does not unpack the mechanisms driving this divergence.
To address this, future research could adopt participatory design
methods[54], engaging teachers as co-creators to delve deeper into
the interplay between values and actions. This approach could il-
luminate how conceptual priorities translate — or fail to translate
— into practice and identify contextual factors that shape these
decisions. Such collaborative exploration could inform the design
of tools or interventions that better support teachers in aligning
their actions with their values, ultimately fostering more ethical
and contextually grounded educational practices.

5.2 Transparency in AIED: Catalyst for
Learning and Trust or Burden for Students

While transparency has not been consistently prioritized to the
same extent as fairness and safety, it exhibits significant variability
in how K-12 teachers perceive its role within pedagogical settings,
as revealed by our qualitative data. Among participants who advo-
cated for high importance of transparency, Artificial Intelligence in
Education (AIED) was seen as a pivotal mechanism for fostering stu-
dent learning and aligning teachers’ values, ultimately calibrating
trust in AI systems. Specifically, transparency equips K-12 teachers
with critical information, enabling them to identify and address
misalignments between AI outputs and their pedagogical goals.

Conversely, participants who deprioritized transparency in AIED
often expressed concerns about how transparency is communicated
to students. On one hand, detailed feedback was recognized as a
valuable resource for fostering a growth mindset, enabling students

to critically evaluate their work and make continuous improve-
ments. As one participant explained, transparency allows students
to “learn to take, interpret, and respond to feedback”, a skill integral
to their academic and personal development. On the other hand,
concerns emerged about the potential drawbacks of transparency.
These included the risk of students spending excessive time reading
and processing detailed feedback, which could detract from other
learning activities, as well as challenges in ensuring that feedback
from AI systems is actionable and effectively utilized. As one partic-
ipant noted, “Too much feedback is overwhelming, a few actionable
and constructive points are more helpful.”

Taken holistically, our results show that transparency influences
both key stakeholders in AIED — students and teachers. To be ef-
fective, transparency should align with accessible language that
resonates with both groups. Simplifying feedback for clarity and
brevity can help mitigate cognitive overload while preserving its
instructional value, particularly given the limited time students
and teachers have to engage with detailed feedback. Moreover,
in AIED, transparency is more than just a technical feature of AI
systems, it plays a foundational role in fostering a collaborative
environment where AI systems are trusted and meaningfully in-
tegrated into educational practices. This aligns with prior work
advocating for a human-centered design approach to transparency
design and need-finding [17, 30, 33]. Future work should continue
to focus on the needs of stakeholders in AIED, ensuring that trans-
parent feedback mechanisms function both as triggers for learning
and as foundations for trust between educators, students, and AI
technologies.

5.3 Pedagogical Context Matters
Building on prior research that highlights responsible AI values as
being more critical in the medical context than in other domains
[27], our study examines how these values are prioritized in AIED
and reveals nuanced insights into educators’ value preferences
across diverse pedagogical scenarios. Our findings show that K-
12 teachers’ perceptions of responsible AI are shaped by both the
specific educational context and the grade levels they serve. For
instance, transparency is associated with higher grade levels and
holds greater significance in grading-focused AI tools (GradeAI)
compared to classroom orchestration (OrchestrateAI) or science
learning (SciAI). This suggests that as students progress through
grade levels, educators place increasing emphasis on transparent
processes, particularly in contexts where assessment and feedback
play a central role, reinforcing the importance of explainable rea-
soning in AI-assisted grading tasks [27]. Likewise, performance
is rated higher in science learning scenarios (SciAI), indicating
that teachers prioritize efficiency and effectiveness in AI systems
designed to support instructional and scientific learning. These
distinctions point to a broader pattern: different pedagogical goals,
such as managing classrooms, supporting individualized learning,
or enhancing subject-matter mastery, fundamentally shape which
AI values teachers consider most salient.

When responsible AI values come into conflict, teachers’ pref-
erences are further shaped by the scenario and the grade level
involved. In OrchestrateAI, for instance, fairness and safety are con-
sistently prioritized over performance and transparency, reflecting
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a heightened focus on equity and student well-being in classroom
management tools. Notably, safety is prioritized over performance
more in OrchestrateAI than in GradeAI, echoing concerns about
students’ physical and mental well-being in AI-driven classroom
interactions [26]. Similarly, fairness is increasingly prioritized over
performance at higher grade levels, suggesting that teachers work-
ing with older students are more attuned to promoting equity, even
if doing so comes at the cost of maximizing performance outcomes.

These findings underscore the importance of understanding and
addressing the varying priorities of teachers across different edu-
cational settings. Designers and practitioners must consider these
contextual differences to create AI systems that are both adaptable
and responsive to the specific needs of educators. For example,
while transparency may be less emphasized in early-grade class-
room tools, its rising importance at higher grade levels highlights
the need for adjustable transparency features tailored to different
age groups. In contrast, performance may be paramount in science
learning tools like SciAI, whereas classroom orchestration tools
such as OrchestrateAI should elevate fairness and safety as guiding
principles.

Ultimately, AI systems in education must strike a thoughtful bal-
ance among competing values to reflect the diverse, context-specific
goals of K-12 educators and their students. By aligning design with
these nuanced priorities, AI technologies can more effectively sup-
port equitable, meaningful, and pedagogically appropriate teaching
and learning experiences.

6 Limitations
The value elicitation approach adopted in this study provided valu-
able preliminary insights into the perspectives of K-12 educators.
While the sample size aligns with standards for initial exploratory
research in similar survey studies [27], the composition of our par-
ticipants is skewed toward certain demographic groups. This may
not fully capture the diversity of K-12 educators, particularly with
regard to race, socioeconomic status, and regional differences. Such
homogeneity limits the generalizability of our findings, as the per-
spectives of underrepresented groups may be underrepresented. To
address these limitations, future research should focus on recruit-
ing a broader and more diverse pool of participants. Expanding
the study to include educators from a wider range of demographic
backgrounds and international contexts would allow for more com-
prehensive insights into responsible AI values. Additionally, follow-
up qualitative methods, such as interviews or focus groups, could
further explore the nuanced ways in which educators prioritize
these values and the contextual factors driving their decisions.

7 Conclusion
As artificial intelligence (AI) increasingly permeates K-12 educa-
tion, understanding how teachers prioritize ethical considerations
becomes crucial for responsible implementation. This exploratory
study addresses the gap in empirical research on educators’ AI
ethics priorities. Using a value elicitation method, we surveyed
K-12 teachers to assess their prioritization of responsible AI val-
ues across various educational scenarios. Our findings show that
safety and fairness consistently rank as the most important values,
regardless of the scenario or context, reflecting teachers’ emphasis

on creating secure and equitable learning environments. However,
when values come into conflict, the prioritization shifts depend-
ing on the specific scenario and context. These results highlight
the need to incorporate more diverse ethical perspectives into the
AI development process. As AI becomes more embedded in edu-
cation, ensuring alignment with the values of educators will be
crucial for promoting positive, equitable, and responsible use of AI
technologies in classrooms.
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A SUPPLEMENTARY MATERIALS
A.1 Participant Profile and Technology Use

Demographics Teaching Expertise

Gender Female 73 Grade Level High School (9–12) 45
Male 24 Middle School (6–8) 36
Non-binary/third gender 1 Elementary (K–5) 17

Ethnicity White/Caucasian 91 Subject Matter(s) English/Language Arts 23
Asian 2 Math 20
Native American 1 Social Studies 22
Black/African American 1 Science 18
White/Caucasian, Black/African 1 Foreign Language 6
Prefer not to say 1 Other 9
Other 1

Political Orientation Liberal 70 Years of Teaching Experience 0–2 years 20
Moderate 11 3–5 years 30
Conservative 7 6–10 years 16
Prefer not to say 9 11–15 years 10
Other 1 16–20 years 8

21+ years 14

Classroom Composition (Percentile Distribution of Teacher Responses)

Students of Color (%) Students with Disabilities (%) Multilingual Learners (%)
25th percentile 4.75% 25th percentile 8.00% 25th percentile 2.75%
50th percentile (Median) 15.00% 50th percentile (Median) 15.00% 50th percentile (Median) 7.50%
75th percentile 65.50% 75th percentile 23.00% 75th percentile 25.00%

Technology Use and AI Familiarity

AI-based learning tools (e.g., tutors, adaptive platforms) 25 Grading tools (e.g., SpeedGrader, Grammarly) 28
Lesson planning tools (e.g., AI-generated plans) 30 Online collaboration (e.g., Google Classroom) 86
Virtual/augmented reality tools 9 Other AI tools (e.g., ChatGPT, SmartBoard) 11

Self-Rated AI Experience

Not Experienced 5
Somewhat Experienced 19
Moderately Experienced 42
Highly Experienced 32

Table 3: Summary of participant demographics, teaching experience, classroom composition, AI tool usage, and self-rated AI
familiarity (N = 98).

A.2 Pairwise Statistical Comparisons of AI Values

Autonomy Transparency Safety Fairness Performance

Autonomy 1.000 0.001 0.001 0.001 0.516
Transparency 0.001 1.000 0.900 0.748 0.001
Safety 0.001 0.900 1.000 0.670 0.001
Fairness 0.001 0.748 0.670 1.000 0.001
Performance 0.516 0.001 0.001 0.001 1.000

Table 4: Post hoc pairwise comparisons among Responsible AI values, showing p-values from statistical tests comparing the
mean importance ratings of each value. Each cell displays the p-value for a pairwise comparison between two values (e.g.,
autonomy vs. transparency). P-values below 0.05 indicate statistically significant differences in how participants prioritized
those values. For instance, autonomy is rated significantly differently from transparency, safety, and fairness (p = 0.001), but
not from performance (p = 0.516).
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A.3 Differences Between Stated and Action-Oriented AI Value Priorities

Responsible AI Value p-value Mean (Likert)
± SD

Mean (Action)
± SD

Autonomy 0.000 1.04 ± 0.81 0.03 ± 0.79
Transparency 0.000 1.59 ± 0.63 0.78 ± 1.00
Safety 0.000 1.67 ± 0.64 0.61 ± 1.07
Fairness 0.000 1.77 ± 0.46 0.74 ± 0.99
Performance 0.000 1.50 ± 0.67 -0.35 ± 1.23

Table 5: Comparison of mean Responsible AI value scores between Likert-scale and action-oriented responses, with standard
deviations (SD). All differences are statistically significant (p < 0.05).
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B Full Survey Instrument
The following figures present the full survey instrument used in the study. Value labels were added for reference only and were not shown to
participants in the actual survey.
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